
Ethical, Legal, and Social Implications of Functional 
Genomics Data Generation and Downstream AI Uses: An 

NIH Bridge2AI Initiative Qualitative Study

The NIH Bridge2AI (B2AI) program aims to produce AI-ready datasets that adhere to the 
Findable, Accessible, Interoperable, Reproducible (FAIR) principles and integrate ethical 
considerations in collecting and preparing the data for computation.1 The program adopts a 
highly multidisciplinary approach, recruiting experts in biology, standards, computer science, 
ethics, and team science. One data generation project within this larger program is the 
Functional Genomics Grand Challenge, Cell Maps for AI (CM4AI), which generates multi-
modal genomic and proteomic data for integration into large-scale maps of cell structure and 
function for use in downstream AI/ML systems.2 For example, these data can enable 
development of “visible” AI/ML models that allow for the interpretable translation of genetic 
inputs (e.g., mutations) into phenotypic outputs, such as drug response or disease state, via the 
underlying molecular pathways. 

Semi-structured interviews were conducted with CM4AI stakeholders to characterize value-
laden decision-making processes within a multidisciplinary approach to generating FAIR 
datasets, while exploring the ethical, legal, and social implications (ELSI) of functional 
genomics research. This qualitative research provided nuanced insights into how decisions were 
made during the complex process of data generation, offering a clearer understanding of their 
implications for future AI development.3,4 

Methods

A review was conducted between 2023-2024 to critically analyze the literature relating to 
different ethical values in medical AI development.5 Drawing from this review, an interview 
guide of questions relating to the first phases of the AI lifecycle — problem identification, data 
generation, and data evaluation — was constructed to query those involved in CM4AI’s data 
generation and integration activities. Between June and November 2024, authors conducted 
semi-structured interviews with 18 CM4AI-affiliated stakeholders including investigators, 
researchers, and other key NIH participants (this purposive sample represents around 85% of 
the total target population). Interviews were 30-60 minutes in length and transcribed using 
CoLoop.ai. Authors then developed a codebook using a modified constructivist grounded 
theory approach and used Dedoose, a qualitative analysis software to code the transcipts.3 
Using an iterative, thematic coding approach, three team members (DP, IS, JCBP) coded the 
interviews and conducted weekly joint coding sessions to ensure intra- and inter-coder 
reliability. 
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The interviews examined how biomedical researchers, AI developers, data scientists, and other 
stakeholders incorporate ELSI considerations into functional genomics research within the 
context of multidisciplinary team science and the broader B2AI Consortium. Themes centered 
on key decision points that influence and shape data generation and AI/ML model 
development. This study was approved by Simon Fraser University’s IRB.

Results 

Through qualitative analysis, ELSI themes emerged relating to functional genomics research 
and data generation practices for downstream AI use, including Problem Identification and 
Prioritization, Data Accessibility/Usability, Data Sourcing, Transparency/Explainability, 
Generalizability, and Bias (See Table 1). Insights also addressed team science in generating AI-
ready datasets (See Table 2).

Discussion 

While some decision-making related to the ELSI that emerged during data generation was 
relatively straightforward, such as ensuring that values of transparency and explainability were 
prioritized, other decisions were more difficult and required nuanced reasoning processes. For 
example, cell line selection required balancing several different ethical considerations, including 
informed consent, diversity and inclusion, and reliability. These difficult decisions were 
supported through multidisciplinary reasoning, weighing the benefits and drawbacks of 
selecting a particular cell line.6 Such multidisciplinary ethical reasoning is especially important 
early in the AI lifecycle when decisions may have outsized downstream negative effects.

At a high-level, results point to the importance of careful multidisciplinary deliberation early in 
the AI lifecycle. Future scholarship should evaluate how such multidisciplinary team science 
approaches influence ethical deliberation during data generation. For stakeholders in 
functional genomics, these findings underscore the ongoing need for integrative and robust 
ethical frameworks that accommodate evolving AI applications and data-driven innovation.
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